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Motivation:

Fitness landscapes are a useful concept for studying the

dynamics of meta-heuristics. So far, they have been

successfully used for estimating the optimization

capabilities of different flavors of evolutionary algorithms.

However, they have never been used for studying the

performance of machine learning algorithms on unseen

data, and they have not been applied to studying

neuroevolution landscapes.

The neuroevolution algorithm works as intended and produces good results, all three mutation operators are viable and produce different types of landscapes, the measures are 

reasonable indicators regarding problem hardness and neutrality, and the overfitting measure was able to correctly capture the occurrence of overfitting.

We are currently extending this work, in collaboration with Prof. Gabriela Ochoa and Prof. Katherine Malan, to study both the Local Optima Networks and Fitness Distance Correlation of 

the landscapes produce by neuroevolution, as well as a full study of the architectural search space of CNNs for both learning and generalization landscapes.

Grammar:

Goals: Methodology:

To apply fitness landscapes analysis to

neuroevolution, using this concept to infer

useful information about the learning and

generalization ability of the machine learning

method.

• Develop a grammar-based neuroevolution 

algorithm

• Define genetic operators

• Generate the landscapes

• Apply Autocorrelation, Entropic Measure of 

Ruggedness, Fitness Clouds, Density Clouds and 

Overfitting Measure

Problems:

Measures:

We used four well know computer vision datasets: MNIST,

Fashion-MNIST, CIFAR10 and SVHN.

SM (Small & Mislabeled) created to cause overfitting.

Using the last 30% samples from MNIST and applying label

corruption to the odd label values.

Results:

Conclusions and Future work:

CIFAR10 results for all 3 operators

Top row shows the evolutionary plots

Middle row shows the autocorrelation plots for 4 step sizes

Bottom row shows overfitting measure plots

Operators:

• Topological

• Parameters

• Learning
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Fitness Clouds:

Mapping between fitness of the individuals

and fitness from their neighbors.

set of individuals S = {𝑠1, 𝑠2, … , 𝑠n}

set of neighbors 𝑉(𝑆𝑖) = 𝑣1
𝑖 , 𝑣2

𝑖 … , 𝑣𝑚𝑖
𝑖 ,

𝐶 = { 𝑓 𝑠i , 𝑓 𝑣𝑘
𝑖 , ∀𝑖 ∈ [1, 𝑛],∀𝑘 ∈ [1,𝑚𝑖]}

Autocorrelation:

Used to measure the ruggedness of a landscape 

by comparing points at different time-steps.

ො𝜌(𝑘) =
σ𝑡=1
𝑛−𝑘 𝑓 𝑠𝑡 − ҧ𝑓 (𝑓 𝑠𝑡+k − ҧ𝑓)

σ𝑡=1
𝑛 𝑓 𝑠𝑡 − ҧ𝑓 2 σ𝑡=1

𝑛 𝑓 𝑠𝑡+𝑘 − ҧ𝑓 2
,

where ҧ𝑓 =
1

𝑛
σ𝑡=1
𝑛 𝑓(𝑠𝑡)
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Entropic Measure of Ruggedness:

Indicator of the relationship between ruggedness and neutrality.

We can represent walk timeseries as a string 𝑆 𝜀 = {𝑥1. 𝑥1… . 𝑥𝑛} where 𝑥1 ∈ {ത1, 0,1}.

𝑥𝑖 = Ψ𝑓𝑡 𝑖, 𝜀 = ൞

ത1, 𝑖𝑓 𝑓𝑖 − 𝑓𝑖−1 < −𝜀
0, 𝑖𝑓 |𝑓𝑖 − 𝑓𝑖−1| ≤ −𝜀
1, 𝑖𝑓 𝑓𝑖 − 𝑓𝑖−1 > −𝜀

,         Entropy 𝐻 𝜀 = −σ𝑝≠𝑞 𝑃[𝑝𝑞] log6 𝑃[𝑝𝑞],

1

0

Density Clouds:

Alternative measure to density of states.

Produces visual information regarding the 

density of the points of a fitness cloud.
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Overfitting Measure:

Quantifies overfitting during the 

evolution of the algorithm. 

Originally proposed for genetic 

programming.

MNIST results for all 3

operators

Top row show the fitness

clouds

Bottom row shows the

density clouds

Table presents the 𝑅𝑓 for all problems and operators.

𝑅𝑓 = 𝑚𝑎𝑥∀𝜀∈[0,𝜀∗] 𝐻(𝜀)

Plots show the different entropy values for a given

set of sensitivity values.

Table presents the percentage of points below or 

coincident with the identity line.


